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® Background on Trace Compass backend

® Alternative implementations

©® Performance benchmarks

® Conclusion
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Background

® Interval Tree on disk

® Does not scale well with trace size

® Particulary with a lot of small intervals
[}

Create big intermediate files
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Alternative structure - Using tiles

Allows to get only a few tiles to answer a request

Slower for single interval queries but faster to answer 2d
queries

e Use a minimal amount of extra data

e Can summarize states to ensure that we get an overview

Two different approaches: constant size vs. constant duration
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Alternative structure - Using tiles
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Constant Size Tiles

Ensure that all tiles are the same size on disk

Requires a binary search to get the correct tiles

Fewer tiles need to be stored

Less extra data stored
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Constant Duration Tiles

® Ensure that all tiles are the same duration
® Search is constant time complexity

® Requires to store a potentially large index
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Experiment

® We compare three different versions:

® Current implementation (full)
® Constant size tiles (constant-size)
® Constant duration tiles (constant-duration)

® We run a state system analysis on 7 traces of different sizes
(8MB - 7GB) using each back-end

® The result of the analysis is queried for 4 different zoom levels

(showing 95%, 50%, 2.5% and 0.5%) and multiple duration
windows

® The queries were made between two separated nodes in a SSH
tunnel
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Results
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Figure: Request latencies per back-end type
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Results
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Figure: Request latencies per back-end type
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Results
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Figure: Request latencies vs. Response size
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Results
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Figure: State system file sizes per trace analyzed
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Results
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Figure: Duplicated data for the constant-duration backend
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Results
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Figure: Analysis time per trace
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Results

Level Minimum Maximum Average Standard Deviation Count Total
HistoryTileBackend:initQuery2D 13.12ms  19.79ms 15545 ms 2.228 ms 35 544.079 ms
HistoryTileBackend:writeTileToDisk 114.688 us  30.765ms  11.029 ms 7.459 ms 66 727.934 ms l
HistoryTileConfig:readTile 761.344pys 8007 ms 2.577 ms 2.15 ms 209 538.56 ms ‘
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Figure: Flamegraph of the Query2D (constant duration)
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Results

level Minimum Maximum  Average Standard Deviation  Count Total
DataProviderService#getStates 136ms 6217 ms 10.907 ms 2007 ms 35 381.748 ms
HistoryTileConstantSizeBackend:readTileFromDisk  96.256 ps 240.384 s 159.558 s 33193 ps 190 30316 ms
RowModelSerialize 37.888 s 13.605 ms 302323 ps 1.484 ms 455 137.557 ms
i= trace_tracecompass-server CONSTANT SIZEjson X = trace_tracecompass-server_TILE json = E
[ properties L[l Bookmarks [ Event Density = Flame Chart (new Ca.. = Progress & Flame Graph (new C.. & Flame Graph Selecti.. X = £
WGl ¢
200,000,000 300,000,000 400,000,000
¥ trace_tracecompass-server_CONSTANT
YAl
0 RowM... DataProviderService#getStates RequestEx..
1
2
3

Figure: Flamegraph of the Query2D (constant size)
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Conclusion & Future work

e Constant size tile backend scales the best but the
intermediate files remain large

® Implementation and merging with Trace Compass code is
ongoing

® Generating a summary for larger trace very quickly is necessary
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Appendix
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Trace 2
Object HTNodefireadToBuffer
Number of calls
Duration 231,600,640
Totalduration  231.601ms
Meanduration  59.954ps

Maximum duration 288.711ps
Minimum duration  49.33 ps
Deviation duration 4.981 s

Selftime
Totalselftime 231601 ms
Meanselftime  59.954ps

Maximum selftime 288.711 s
Minimum self time 49,33 ps
c— Deviationselftime 4.981 s
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Figure: Flamegraph showing experiment requests before (full)
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Appendix

DataProviderService#getStates
i | i
FlameChartDataProvider#fetchRowModel
| | |
HTNode... HTNode:quer... StateSystem:SingleQuery

Trace |2
Object | HTNode#readToBuffer
Number of calls | 2226k
Duration | 73,267,204 547
Total duration | 732675
Mean duration | 329.161 ps.
Maximum duration | 107.479 ms
Minimum duration | 53.936 us
Deviation duration | 585.835 s
Self time
Total self time | 732675
Mean self time | 329.161 ps.
Maximum seff time | 107.479 ms
Minimum self time | 53.936 ps
Deviation self time | 585.835 ps.
Active CPU time |o
Start Time | 7.260,319,731
Stop Time | 80,527,524,278

Figure: Flamegraph showing experiment requests after (full)
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Appendix

DataProviderService#getStates
i i i I
FlameChartDataProvider#fetchRowModel

1 L L
HistoryTileBackend:initQuery2D T |1

| i i
HistoryTileConfigreadTile —————————————— Object | FlameChartDataProvider#fetc
Nurnber of calls | 140
Duration | 10,029,747,860
Total duration | 10035
Mean duration | 71.641 ms
Maximum duration | 487.43 ms
Minimum duration | 1.05 ms
Devistion duration | 49.689 ms
Self time |
Total self time [ 71915
Mean self time | 51368 ms
Maximum self time | 364.973 ms

Minimum seff time | 712.8 ps

Deviation self time | 37.15ms
Active CPU time lo
Start Time | 11,596,388,232
Stop Time | 21,626,136,092

Figure: Flamegraph showing experiment requests with statistics (tile)
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Appendix

DataProviderService#getStat

. FlameChartDataProvider#fetchRowMadel

|
{

Trace 11

Object | FlameChartDataProvider#fetchRowModel

HTNode#readToBu... I HTNGEEGUER2D:

Number of calls 160
Duration | 784.222,487,054
Total duration | 7842225
Mean dur: | 49015
Maximurm duration | 111125

Minirmum duration
Deviation duration
Self time
Total self time
Mean self time
Maximur seff time
Minirmunn sef time
Deviation seff time
Active CPU time
Start Time
Stop Time
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